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Abstract

Precautionary judgment, decision, and action are needed in situations involving serious uncertain risk. Examples are mountain climbing, nanotechnology, global warming, and international terrorism. The history of the Precautionary Principle (PP) shows that its proponents and opponents have different appraisals of probabilistic risk analysis. However, modern ‘risk governance’ and precautionary safety management seem to be converging into a balance of useful substance and feasible procedure. In this paper, the PP is unfolded as a three-way principle for risk assessment, decision-making, and risk control. For an integrative circumscription of the PP, ten key issues are identified. These are discussed one by one, whereby ‘rational’ precautionary decision-making is particularly illustrated via the concrete example of a railway bomb alarm. It is argued that a substantive-analytical framework is indispensable, that a decision-
theoretic perspective may offer useful guidance, that the PP is a rational (survival) rather than a normative (ideological) principle, that the need to avoid false negatives versus false positives may well differ among distinct policy domains, and that precautionary ‘pessimism’ should stimulate towards improved, multi-sided control of uncertain risks. Concluding questions are answered and research suggestions are formulated.

1 Introduction and overview

The ongoing international debate about the Precautionary Principle (PP) continues to plague policy-makers, entrepreneurs, and scientists around the world. The crucial question is not ‘What does the PP practically involve?’, but rather ‘How could uncertain risks be adequately assessed and managed?’

This paper is meant to provide a review and decision-theoretic clarification of the PP, as a basis for a practical approach towards uncertain-risk situations. An attempt is made to balance a sociological and legal inclination – it seems – towards careful procedures, against an economic and psychological quest for meaningful substance.

1.1 Emergence of the Precautionary Principle

In the 1970s and 1980s, the PP emerged as a management perspective for dealing with serious uncertain risks for the natural environment and for public health. Original domains of precautionary action were the marine environment and the use of hazardous chemicals.\(^1\) A precautionary approach had already been adopted in the US Federal Water Pollution Control Act of 1972, and during the 1970s for an international moratorium on commercial whaling.\(^2\) Other areas of application were atmospheric pollution, global warming, and climate change.\(^3\) Biosafety and the safety of food and

---


foodstuffs were explicitly brought under the PP somewhat later,\(^4\) while nanotechnology is currently gaining precautionary attention.\(^5\)

More recently, the PP has also been appreciated in connection with threats from international terrorism; the USA’s ‘pre-emptive strike’ against Iraq in March 2003 was presented officially as a precautionary strategy under the uncertain risk of ‘weapons of mass destruction’\(^6\). Since the terrorist attacks of 11 September 2001, on the New York WTC towers and the Pentagon building in Washington D.C., precautionary anti-terrorism policies have also been developed in several European countries, notably Spain, Great Britain, Denmark, and The Netherlands.\(^7\)

Since its official adoption as Principle 15 of the Rio Declaration,\(^8\) the PP has been spreading as part of national and international policy-making, especially in EU countries.\(^9\) However, the UK House of Commons,\(^10\) apparently discontented with the European Commission’s circumscription of the PP, has expressed scepticism about the ‘ill-defined and practically unsatisfactory’ PP and has recommended that the government not use the term.\(^11\) The UN/WHO Codex Alimentarius Commission also decided not to

---


\(^7\) M. J. Borgers, *De vlucht naar voren* [The flight forward] - Inaugural address, Free University of Amsterdam (The Hague: Boom Juridische Uitgevers 2007), discusses relevant changes in Dutch criminal law.

\(^8\) UNCED, United Nations Conference on Environment and Development 1992 (see Table 2 below).


\(^11\) EC (2000), above n. 9.
adopt the PP explicitly in its *Working Principles for Risk Analysis*.\(^{12}\)

### 1.2 Scientific debate and controversy

Nevertheless, almost in concert with the international reception of the PP as a policy principle, a lively and sometimes fierce scientific debate has arisen concerning its actual meaning and practical application. As an early skeptic, Bodansky raised several questions that are still haunting proponents today.\(^{13}\) Active promoters of the PP are Grandjean,\(^{14}\) Hansen,\(^{15}\) Latour,\(^{16}\) Martuzzi,\(^{17}\) O’Riordan,\(^{18}\) Sandin,\(^{19}\) and Weiss.\(^{20}\) Vigorous critics are Bergkamp,\(^{21}\) Entine,\(^{22}\) Hanekamp,\(^{23}\) IEM,\(^{24}\) Majone,\(^{25}\) Marchant,\(^{26}\) Peterson,\(^{27}\) and


\(^{13}\) Bodansky, above n. 2.


\(^{19}\) P. Sandin and others, ‘Five charges against the precautionary principle’ (2002) 5 *Journal of Risk Research* 287.


The controversiality of the PP is focused on its ‘vague’ definition (‘What should we apply?’), its inherent pessimism aimed at avoiding false negatives (i.e. neglect of real danger), its dependence on plausibility reasoning, the lack of comparative risk evaluation, its openness as regards legal obligations, and its implied shift in the burden of proof. Other key issues (see Table 3 below) have been criticised to a lesser extent, although in practice they may prove problematic as well.

1.3 Being precautionary from principle to practice

The PP involves a principal attitude of provisional caution or circumspection towards serious uncertain risks, under pessimistic assumptions about possible negative outcomes. For practical application, the PP may be unfolded as:

a. an assessment principle focused on evidentiary rules and plausibility judgment;

b. a decision principle focused on the evaluation of alternative courses of action;

c. a control principle focused on the practical realisation of precautionary safety.

Thus, clear answers are given to the ‘why, what, and how?’ question: Why be precautionary? What must be done? How should this be done? Then follows the ‘Who?’ question, about the role of authorities and other parties responsible for uncertain-risk assessment and management.

1.4 Organisation of the paper

We first consider the types of uncertain risk for which the PP seems most properly invoked, and we look briefly into the basic criticisms and developments of probabilistic risk analysis. Several PP definitions are presented in Section 3, where ten key issues are identified and an integrative

---

27 M. Peterson, ‘The precautionary principle should not be used as a basis for decision-making’ (2007) 8 EMBO Reports, European Molecular Biology Organization 305.
circumscription is proposed. In Section 4, five substantive issues are discussed from a largely decision-theoretic perspective. Critical points of understanding are illustrated via the concrete example of a railway bomb alarm. Section 5 deals with five largely procedural PP issues. In Section 6, concluding answers are given to various general questions about precautionary risk management, and research suggestions are formulated.

2 Uncertain risks and the development of risk analysis

The enormous technological development and economic expansion in the industrial countries since World War II have gradually caused new risks to arise with respect to public health and safety, and to environmental security. Well-known risk sources are synthetic chemicals, nuclear power, large-scale fossil-fuel combustion, genetically modified organisms (GMOs), avian influenza, and nanotechnology. The risks involved may be called ‘environmental’, but in most cases public health seems equally at stake. At the heart of the ‘new risk’ issues are uncertainties about problem boundaries, the sources of risk, dose-effect relationships, risk-reduction options and their costs, and the seriousness of possible consequences. The simple fact that different stakeholders are involved underlies the socio-political controversiality of such problems.

In view of various dimensions of risk, we may summarily conclude that problematic ‘new risks’ are characterised by complexity, spatial and temporal extent, potential catastrophality, improbability, diverse uncertainties, plurality of perspectives, and learning-with-time. Such


31 Klinke and Renn’s distinction among simple, complex, uncertain and (sociopolitically) ambiguous risk problems indicates some important aspects of the
general characteristics may be supplemented with more specific features like the more or less gradual development of risk (as in atmospheric pollution), the relative modesty of expected benefits (as in food supplements?), either social (‘diffuse’) or individual (‘point’) sources of risk, and the costs of reversing or compensating for eventual harm or damage.

Table 1 gives a condensed categorisation of different types of uncertain-risk situations, showing one specific example per cell. The ‘short-term, local criminal’ problem of a railway bomb alarm is decision-analysed in Section 4.4.4.

Table 1 Condensed categorisation of uncertain-risk situations.

<table>
<thead>
<tr>
<th>Focus of risk</th>
<th>Natural</th>
<th>Human-caused</th>
<th>Diffuse sources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Criminal action(^1)</td>
<td>Point source</td>
</tr>
<tr>
<td>Local</td>
<td>Avalanche</td>
<td>Railway bomb-alarm</td>
<td>LPG/LNG BLEVE(^2)</td>
</tr>
<tr>
<td>Short-term</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extensive</td>
<td>Heavy storm</td>
<td>Football hooliganism</td>
<td>Oil tanker crash</td>
</tr>
<tr>
<td>Local</td>
<td>Volcanic eruption</td>
<td>WTC attack ‘9/11’</td>
<td>Nuclear waste</td>
</tr>
<tr>
<td>Long-term</td>
<td>Sequake tsunami</td>
<td>Genocide (WW-II, Ruanda, Darfur)</td>
<td>Bhopal MIC(^3) Gas release (1984)</td>
</tr>
</tbody>
</table>

1) Here, the point versus diffuse sources distinction is not made explicit.
2) BLEVE = Boiling Liquid Expanding Vapour Explosion.
3) MIC = methylisocyanate.

2.1 Criticisms of probabilistic risk assessment and management

Already in the early days of probabilistic risk analysis (PRA), uncertainty about probabilities and about possible consequences was a major source of doubt with regard to PRA’s potential as a basis for responsible risk
assessment and management; see, for instance, Lewis\textsuperscript{32} critique of the reactor-safety study Wash-1400.\textsuperscript{33} In view of the many time-honoured criticisms (see references below), we may generally conclude that: (a) a formal concept of risk and the notion of model rationality properly apply only to reasonably well-defined risk problems; (b) probabilistic risk analysis has always had to grapple with assessment uncertainties; (c) the social dynamics of safety management (in design, decision, and control) are hard to model predictively a priori; and (d) often different scientific and social perspectives on risk assessment and management may be equally valid.

On the one hand, in response to these criticisms since the ‘formal-quantitative’ 1970s, practical risk assessment and management have come a long way to gaining a grip on, and certainly acquiring more understanding of, the kind of uncertain-risk problems for which the PP is being advanced.\textsuperscript{34} On the other hand, the PP debate has gradually become more sensitive to issues like credibility of evidence, cost-benefit balancing, and risk-risk trade-offs.\textsuperscript{35} Such a rapprochement between risk-analytic and precautionary-principled thinking meets with Majone’s (2002) critique that uncertainty about possible harm or damage is a continuous and not a dichotomous variable.\textsuperscript{36}


\textsuperscript{36} Majone, above n. 25, at 104.
3 Definitions of the Precautionary Principle

As a principle – ‘a comprehensive and fundamental law or doctrine, or a rule or code of conduct’ – the PP has been formulated in various ways. From the many definitions proposed, Table 2 gives four illustrative examples.

Table 2 Specimen definitions of the Precautionary Principle.

<table>
<thead>
<tr>
<th>Strong</th>
<th>Weak</th>
</tr>
</thead>
</table>
| Narrow | Wardspread (1998): ‘When an activity raises threats of harm to human health or the environment, precautionary measures should be taken even if some cause and effect relationships are not fully established scientifically. ... the proponent of an activity ... should bear the burden of proof’.

| Broad | UNCED (1992), Rio-Declaration, Principle 15: ‘Where there are threats of serious or irreversible damage, lack of full scientific certainty shall not be used as a reason for postponing cost-effective measures to prevent environmental degradation’.

| | Unesco-COMEST (2005): ‘When human activities may lead to morally unacceptable harm that is scientifically plausible but uncertain, actions shall be taken to avoid or diminish that harm. ... Morally unacceptable harm is ... The judgment of plausibility should be grounded in scientific analysis. ... Actions should be ... proportional to the seriousness of the potential harm, with consideration of their positive and negative consequences. ... The choice of action should be the result of a participatory process’.

| | Graham’s (2001) extension of UNCED (1992): ‘Prior to enacting precautionary measures, decision makers should consider any potential benefits of unintended exposures, any potential risks of precautionary actions, and the promise of targeted investments in scientific research as a precautionary strategy. ... other refinements ... include formal measurement of citizen preferences about societal risk aversion and temporal preferences, concerns raised by Page more than 20 years ago’.


42 Graham’s extension of UNCED, above n. 8; Graham, above n. 35.
Strong, ‘obligatory’ versions of the PP such as UN General Assembly,\textsuperscript{43} Wingspread\textsuperscript{44} and Unesco-COMEST,\textsuperscript{45} may be distinguished from weak, ‘optional’ versions such as UNCED,\textsuperscript{46} EC,\textsuperscript{47} and Graham.\textsuperscript{48} There is also a significant variation in the scope of precaution. Somewhat compact but open statements are those made by UNCED\textsuperscript{49} and Resnik.\textsuperscript{50} In contrast, comprehensive formulations have been proposed by Graham,\textsuperscript{51} Unesco-COMEST,\textsuperscript{52} Kourilsky and Viney,\textsuperscript{53} and Martuzzi.\textsuperscript{54} Wide-scope versions of the PP are explicit about such things as risk comparisons, cost-benefit analysis, and participatory decision-making. All versions of the PP provoke questions about substantive and procedural methodology: How could this ‘principle’ be clearly elaborated and practically applied?

After reviewing the many different proposals, one may conclude that, for a comprehensive circumscription of the PP, ten key issues are important, as listed in Table 3.

Table 3 Ten key issues for a precautionary-principled approach to uncertain risks.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>General inclination and motivation (‘Why precaution?’)</td>
</tr>
<tr>
<td>2.</td>
<td>Nature and seriousness of potential harm (e.g. ‘Worst case?’)</td>
</tr>
<tr>
<td>3.</td>
<td>Plausibility of possible harm or damage</td>
</tr>
<tr>
<td>4.</td>
<td>Precautionary decision-making: balancing over- vs under-protection</td>
</tr>
<tr>
<td>5.</td>
<td>Precautionary safety actions (‘What could we do, provisionally?’)</td>
</tr>
<tr>
<td>6.</td>
<td>Optional versus obligatory precaution</td>
</tr>
<tr>
<td>7.</td>
<td>Who carries the burden of proof of risk or safety?</td>
</tr>
<tr>
<td>8.</td>
<td>Further research and policy development</td>
</tr>
<tr>
<td>9.</td>
<td>Multiparty communication and deliberation</td>
</tr>
<tr>
<td>10.</td>
<td>Distribution of responsibilities (‘Who should do what, and when?’)</td>
</tr>
</tbody>
</table>

\textsuperscript{43} United Nations General Assembly, World Charter for Nature UN GA/RES/37/7 (New York, 28 October, 1982).
\textsuperscript{44} Wingspread, above n. 39.
\textsuperscript{45} Unesco-COMEST, above n. 40.
\textsuperscript{46} UNCED, above n. 8.
\textsuperscript{47} EC (2000), (2001), above n. 9.
\textsuperscript{48} Graham, above n. 35.
\textsuperscript{49} UNCED, above n. 8.
\textsuperscript{51} Graham, above n. 35.
\textsuperscript{52} Unesco-COMEST, above n. 41.
\textsuperscript{53} Ph. Kourilsky and G. Viney, above n. 29.
\textsuperscript{54} Martuzzi, above n. 17.
The ten issues form the basis of a precautionary approach comprising both substantive and procedural elements. Key issues 1-5 are explained in Section 4; issues 6-10 are discussed in Section 5.

3.1 An integrative circumscription of the Precautionary Principle

In view of the definitions represented in Table 2 and the key issues listed in Table 3, a general circumscription of the PP may be given as in Box 1.55

Box 1 Integrative circumscription of the Precautionary Principle

The Precautionary Principle applies when people (one or more persons, a group, organisation, society) are confronted with a situation of serious uncertain risk or threat.

It involves:
• an analysis and evaluation of credible worst-case scenarios;
• the making of epistemic judgments on the basis of incomplete evidence;
• the inclination to take a cautious or ‘pessimistic’ decision about a provisional course of action;
• a careful evaluation of expected costs, risks, and benefits of the target activity and its feasible alternatives;
• and the timely selection and implementation of ‘reasonable’ precautionary (i.e. early-safety) measures.

Whereby:
• the proponent of the relevant activity has a special responsibility in demonstrating the likelihood of safety;
• further research is undertaken to reduce uncertainties;
• risk management decisions can be revised when new information becomes available, and
• the entire process of assessment, decision, and control is the subject of open communication and an information exchange among relevant stakeholders;
• supervision and coordination is undertaken by an appropriate independent authority.

The upper five items in Box 1 cover ‘assessment, decision, and control’, and they largely indicate what the PP substantively involves. These

55 The items in Box 1 do, of course, reflect but are not fully parallel to the issues in Table 2.
five apply to small-scale individual situations, such as undertaking a mountain cycling trip on a rainy day, as well as to large-scale collective situations, such as the international spread of avian influenza. The lower five items in Box 1 are largely procedural; in principle, they may also apply to small-scale activities, but typically they apply to societal risk situations in which responsible risk managers must eventually make decisions that can be well understood by all parties concerned.

The precautionary heart of the principle is its ‘pessimistic’ or unusually protective inclination towards foregoing an activity or imposing strict(er) safety measures upon it, both of which are induced by the great uncertainty about possible disastrous consequences. The difference between weak and strong precaution (cf. Table 2) lies mainly in the greater emphasis on risk avoidance, ‘proving’ safety and the obligation to take safety measures, that characterises strong precaution.

In comparison to probabilistic risk analysis, Box 1 contains three distinctive elements: (i) the uncertain inclination of ‘pessimism’, (ii) the proponent’s larger burden of demonstrating the likelihood of safety, and (iii) a tendency to delay risk-taking until sufficient new information becomes available. A fourth distinctive element – multiparty deliberation – might be added, but this has already been recommended for quite some time, since the development of risk analysis (cf. Section 2).

4 A precautionary-principled approach to uncertain-risk problems

In this section, the practical meaning and application of the PP is elaborated in terms of substantive key issues 1-5 in Table 3, whose labels will reappear as subheadings below. This labelling also offers the opportunity of a systematic response to major criticisms of the PP, as summarised in Section 1.

4.1 General inclination and motivation

A basic proposition inherent to the PP is that more caution is justified when there is greater uncertainty about possible negative consequences and/or

56 In principle, the substantive meaning of precaution (upper five items in Box 1) also applies to animal behaviour: for example, in the case of a hungry fox warily foregoing the tempting bait in a trap.

about the seriousness of those consequences. Another proposition is that any risk problem always implies at least two choice alternatives: go/do not go, accept/reject, or permit/restrict. Also, there are at least two ‘states of nature’: there is a serious threat or there is not. This elicits two possible basic decision errors: (1) a false positive, when you take costly precautions while there actually is no threat, and (2) a false negative, when you neglect real danger. The gravity of these two errors is relative to the corresponding benefits of deciding ‘correctly’: being costly precautionous when there is a threat, and being profitably careless when there is none.

A further point is that a precautionary decision often is provisional; a revised choice can be made when new information becomes available. When one knows more about the possible consequences of a target course of action, about their manageability by further safety measures, and/or about feasible alternatives, then the initial cautious decision may be revised, and the original goal(s) may be achieved in a safer way. Thus there are in fact not two but three basic decision options: do, do not do, or defer (see Section 4.4.4).

The fundamental problem, not of the PP but of uncertain-risk situations, is the great uncertainty about the possibility of serious harm. This may lead one to call it a normative principle, but only if one does not accept the rationality of temporarily shrinking back from a course of action that might lead into disaster.\footnote{See Bergkamp, above n. 21; Peterson, above n. 27; WRR, Wetenschappelijke Raad voor het Regeringsbeleid (Scientific Council for Government Policy), \textit{Naar nieuwe wegen in het milieubeleid} [Towards new ways in environmental policy-making] WRR-rapport no. 67 (Den Haag: SDU Uitgevers 2003).}

4.2 Nature and seriousness of potential harm

What is a ‘serious threat’ that could initially trigger and later justify precaution? It must be something that could thoroughly disrupt a person’s life, harming its positive development, bringing about long-term trauma, and causing very high costs of recovery, reversal, or compensation. Or, at the societal level, a serious threat might cause severe social disruption, environmental damage, and political shock, which would take many years, numerous debates, and considerable funds to overcome. In view of these considerations, the notion of serious harm may be assessed in terms of the criteria assembled in Box 2; these link up with basic results from risk-risk-perception research.
Box 2 Criteria for assessing the seriousness of possible harm

- Degree of harm or fatality for human, animal, and/or plant life;
- Degree of material, economic damage;
- Extent of social damage (number of people involved);
- Extent of environmental damage (animals/plants, ecosystems involved);
- Timing, duration, and/or persistence of harm;
- Costs of restoring, reversing, or recovering from the damage;
- Causation of significant social inequities in quality of life;
- Causation of significant intergenerational inequities.

Psychologically, a focus on possible worst cases or potential catastrophality is more obvious the greater the uncertainty about its actual, often very unlikely, occurrence.\(^{59}\) This ‘probability neglect’ may be enhanced by the emotions surrounding images of disaster.\(^{60}\) Godard’s\(^ {61}\) warning about radical ‘catastrophism’ lines up with Starr’s,\(^ {62}\) who ascribes present-day ‘hypothetical fears’ (e.g. of global warming, irradiated foods, and GMOs) as arising from a primitive instinct to suspect the unknown, which leads to the PP – seen by Starr – as a barrier to an adaptive future.\(^ {63}\) Thus, under great uncertainty, worst-case analysis may be inevitable, but ‘worst-case thinking’ may be a tricky affair, which should be guarded from improper influences and considerations, such as special interests, exaggerated fears, and unreasonable assumptions. In cases of catastrophic potential, however, there is a high burden of proving their impossibility.\(^ {64}\)


\(^{64}\) ‘Serious harm’ may not only pertain to false-negative consequences (neglecting real danger), since false-positive decisions (taking needless precautions) may also
4.3 Plausibility of possible harm or damage

Uncertainty is the taproot of precaution. If one worries about a serious uncertain threat, a key judgment about the plausibility of possible grave harm or damage is needed for a take-risk versus enhance-safety decision. Here, the PP may function as an *assessment principle*.

Uncertainty is a multifactorial concept. In a reasonably complex decision problem there may be uncertainty about one’s assessment of the status quo, one’s options and their feasibility, the likelihood of conditioning events, relevant cause-effect relationships, the nature of possible consequences and their valuation, and – after a choice to defer the decision – the utility of new information to be collected before reconsidering the decision. A great deal of the uncertainty-justifying precaution is due to the time lag between cause and effect; when the latter manifests it may be too late to reduce or eliminate its cause.65

4.3.1 Different kinds of uncertainty

Focused uncertainty about serious risks may have various sources. Following EC:

Scientific uncertainty results usually from five characteristics of the scientific method: the variable chosen, the measurements made, the samples drawn, the models used and the causal relationship employed. Scientific uncertainty may also arise from a controversy on existing data or lack of some relevant data. Uncertainty may relate to qualitative or quantitative elements of the analysis.66

Internationally, several other taxonomies have been proposed.67 From these

---

66 EC (2000), above n. 9, at 14.
we may identify four basic questions about uncertainties and their possible reduction:
1. How adequate are the concepts, model, method, variables, and sample and data analysis used?
2. How complex and/or variable (and thus: how unpredictable) is the process, object, or system we wish to understand?
3. What and how much could in principle be known about the subject matter of interest?
4. What values and/or weights should be attached to possible decision consequences and/or options?

Question 1 may get higher-quality answers via better research. Question 2 is about inherent limited predictability which, in principle, no further research could improve. Question 3 in fact demands more innovative and pioneering research. Question 4 may reveal personal or organisational value diversity. The latter may be approached via social-deliberative procedures for judgment and decision-making, under the presumption that this may yield sufficient understanding and/or consensus for relevant decisions (see further Section 5).

4.3.2 Judging the plausibility of serious harm

To prevent unfounded presuppositions, assumptions, and imaginings from playing a significant role in precautionary policies, epistemic criteria are needed to judge the plausibility of possible serious effects, in the shorter and the longer term, of target activities or developments.

More than 40 years ago, Hill considered a set of criteria for inferring a causal relationship from an observed association between phenomena A (e.g. an environmental condition) and B (e.g. a health condition), as summarised in the left column of Table 4. The right column lists six criteria for judging the plausibility of a hypothesis (e.g. about a serious threat) as proposed by Resnik.

---

69 Hill nicely quotes the famous detective Sherlock Holmes as having said: ‘When you have eliminated the impossible, whatever remains, however improbable, must be the truth.’ (Hill’s italics); Hill, above n. 69, at 298.
70 Resnik, above n. 51.
Table 4 Hill’s and Resnik’s criteria for judging plausibility of causality

<table>
<thead>
<tr>
<th>Hill's criteria for causality judgment</th>
<th>Resnik's epistemic criteria for plausibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. *Strength of association</td>
<td>1. Coherence (consistency of background knowledge and theories)</td>
</tr>
<tr>
<td>2. *Consistency of association</td>
<td>2. Explanatory power</td>
</tr>
<tr>
<td>3. Specificity of association</td>
<td>3. Analogy (to similar, well-understood mechanisms and processes)</td>
</tr>
<tr>
<td>4. Temporality of association</td>
<td>4. Precedence (similar to previously observed events)</td>
</tr>
<tr>
<td>5. *Biological gradient of association (dose-response curve)</td>
<td>5. Precision (the hypothesis should be reasonably precise)</td>
</tr>
<tr>
<td>6. *Plausibility of association (after elimination of the impossible)</td>
<td>6. Simplicity (the hypothesis should be parsimonious)</td>
</tr>
<tr>
<td>7. Coherence of causal interpretation with known facts</td>
<td></td>
</tr>
<tr>
<td>8. Experimental test of causality</td>
<td></td>
</tr>
<tr>
<td>9. Analogy of association with other, known cause-effect relationships</td>
<td></td>
</tr>
</tbody>
</table>

Note: *Asterisked Hill-criteria are most often used by practitioners, following Weed.71

These and similar sets of criteria hold the message that, under major uncertainty, the plausibility of a hypothesis about a causal relationship – or of finding an alternative course of action, or of discovering hitherto unknown possible consequences, for that matter – always is a tentative, fumble-and-grope affair. It is a scientist’s ‘best bet’, whereby one may eventually turn out to be right or wrong, since nature ultimately determines the actual outcome.72

4.3.3 Evidence scales and standards of proof

The extent to which a given phenomenon (often a cause-effect relationship) occurs may be expressed as a greater or lesser probability or plausibility. We should remember that probability is a mathematical concept ranging from 0: impossibility, to 1: necessity of occurrence. Probability measures should

72 Extreme uncertainty, of course, comes close to total ignorance, whereby the English proverb may apply: ‘Where nought’s to be got, kings lose their scot.’
fulfil a limited set of measurement axioms: for example, that the probabilities of an exhaustive set of mutually exclusive events should amount to 1.

In contrast, or rather, in supplement to, the notion of plausibility reflects a combination of possibility (‘cannot be excluded’) and a vague but a priori low likelihood (‘worth looking into’). Traditionally, scientists don’t like ‘plausibility reasoning’ and it has been argued that the controversial PP derives from the limitations of scientific knowledge.

Scales covering various degrees of evidence and their implication for decision-making have been assembled by IARC, Weiss, Wiedemann, Mertens, and others. After a careful comparison of legal, scientific, and Bayesian-statistical levels of uncertainty, Weiss proposes the ten-point ‘subjective scale of scientific certainty’ as summarised in Table 5, the final column indicates the corresponding evidentiary qualifications of the Intergovernmental Panel on Climate Change (IPCC) in its Fourth Assessment Report.

---


78 Weiss (2003), above n. 77, Tables 2 and 3.

Table 5 Adapted (un)certainty scale as proposed by Weiss,\textsuperscript{80} with IPCC-2007 column\textsuperscript{81} added

<table>
<thead>
<tr>
<th>Level</th>
<th>Legal standard of proof</th>
<th>Scientific qualification</th>
<th>Bayesian Probability</th>
<th>IPCC-scale of likelihood 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.</td>
<td>Beyond any doubt</td>
<td>Experimentally broadly validated theory</td>
<td>100%</td>
<td>(None)</td>
</tr>
<tr>
<td>9.</td>
<td>Beyond a reasonable doubt</td>
<td>Rigorously proven</td>
<td>&gt; 99%</td>
<td>Virtually certain</td>
</tr>
<tr>
<td>8.</td>
<td>Clear and convincing evidence</td>
<td>Substantially proven, reasonably certain</td>
<td>&gt; 95%</td>
<td>Extremely likely</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 90%</td>
<td>Very likely</td>
</tr>
<tr>
<td>7.</td>
<td>Clear showing</td>
<td>Very probable</td>
<td>80-90%</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Substantial and credible evidence</td>
<td>Probable, not fully Proven</td>
<td>67-80%</td>
<td>Likely</td>
</tr>
<tr>
<td>5.</td>
<td>Preponderance of the evidence</td>
<td>More likely than not to be true</td>
<td>50-67%</td>
<td>&gt; 50%: more likely than not; 33-67%: about as likely as not</td>
</tr>
<tr>
<td>4.</td>
<td>Clear indication</td>
<td>Attractive but unproven</td>
<td>33-50%</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Probable cause, reasonable grounds for belief</td>
<td>Plausible hypothesis</td>
<td>10-33%</td>
<td>Unlikely</td>
</tr>
<tr>
<td>2.</td>
<td>Reasonable, articulable grounds for suspicion</td>
<td>Possible, worth investigating</td>
<td>5-10%</td>
<td>Very unlikely</td>
</tr>
<tr>
<td>1.</td>
<td>No reasonable grounds for suspicion</td>
<td>Unlikely, but not excludable</td>
<td>&lt; 1%</td>
<td>Exceptionally unlikely</td>
</tr>
<tr>
<td>0.</td>
<td>Impossible</td>
<td>Against known laws of science</td>
<td>0%</td>
<td>(None)</td>
</tr>
</tbody>
</table>

\textsuperscript{80} Weiss, above n. 77.
\textsuperscript{81} IPCC (2007), above n. 80.
From a Bayesian decision-theoretic point of view, a given level of certainty/uncertainty or probability in Table 5 could be used in a formal policy ‘gamble’. One might, for example, invest more or less public money in developing a mitigation and/or adaptation strategy for climate change, the more or less certain one is about the human causes of and solutions to problems of climate change.

### 4.3.4 ‘Sufficient evidence’ for diagnostic judgments

How much evidence is needed, or how much uncertainty may remain before one embarks upon a precautionary strategy? Here, it should be realised that empirical scientific conclusions (e.g. about a chemical being carcinogenic, or an animal population being at risk) may, perhaps improbably, be wrong in two ways: they may be falsely positive or falsely negative. Thus, the implicit value question for the scientist is: What is worse? Stating that a risk is present when it actually is not (a false positive or Type I error), or declaring that there is no risk when there actually is one (false negative or Type II error)? The basic proposition here is that in a diagnostic choice (or ‘epistemic decision’) between alternative hypotheses – risk’ versus ‘no risk’ – the relative seriousness of a false positive versus a false negative plays a crucial role.\(^\text{82}\) Or, to quote Rudner: ‘How sure we need to be before we accept a hypothesis will depend on how serious a mistake would be’.\(^\text{83}\)

A formal analysis of diagnostic judgment may well follow signal detection theory (SDT), a well-established methodology for separating an observer’s discriminative capacity from his/her ‘response bias’.\(^\text{84}\) According to SDT, the useful thing for scientists to do is to show how the probability of a true positive (i.e. 1 minus the probability of a false negative) is related to the probability of a false positive (i.e. 1 minus the probability of a true negative) when the evidentiary requirement is gradually relaxed (cf. Table 5). Note that the probability of a true positive reflects the sensitivity of the diagnostic test (which may just be an expert’s decisive judgment), while the probability of a true negative reflects the test’s specificity.

Obviously, when the evidentiary criterion is weakened, the probability of a true positive (and thus the test sensitivity) increases, but so

---

\(^{82}\) Resnik, above n. 51.

\(^{83}\) R. Rudner, ‘The scientist qua scientist makes value judgments’ (1953) 20 Philosophy of Science 1 at 2.

does the probability of a false positive. However, for a powerful diagnostic test (or expert judgment), the probability of a true positive, $p(\text{TP})$, increases much faster than does the probability of a false positive, $p(\text{FP})$; for a weak test or judgment, $p(\text{TP})$ increases only moderately with a weakening criterion. In the limiting case, where the ‘risk’ and ‘no risk’ hypotheses cannot be empirically discriminated at all, there is an equal rate of change for both probabilities when the evidentiary criterion varies.

The primary message from SDT is that there is no single absolute threshold level (‘sufficient evidence’ or ‘standard of proof’) for making sensory and/or cognitive judgments about physical signals (e.g. a warning sound) or more complex states of the world (e.g. serious risk), because some kind of response bias grounded in the relative seriousness of judgmental mistakes always plays a role, the more so the greater the uncertainty (the ‘noise’) about the available evidence.

Thus, the scientist attempting to offer useful information about an uncertain risk might deliver three things: (i) his/her best estimate of the probability that the risk hypothesis is true relative to some null hypothesis, (ii) a specification of the relationship between the true-positive probability and the false-positive probability as the evidentiary requirement varies from strong to weak, and (iii) a demonstration of his/her willingness to virtually bet on the true outcome, given certain negative utilities attached to a false-positive (Type I error) and a false-negative (Type II error) diagnosis. These utilities in fact are or should be decision-maker values that do not seem to belong to the realm of science.\footnote{Grandjean emphasises that scientists and policy-makers naturally differ in their desire to avoid false positives and false negatives, respectively, Grandjean and others, above n. 14.}

**4.4 Precautionary decision-making: balancing over- versus under-protection**

Deciding whether to undertake precautionary action is the centre piece of any approach towards uncertain-risk situations. Given that we know reasonably well how to avoid or diminish the relevant uncertain risk (see Section 4.5 about safety actions), key questions here are: How could decisions about uncertain-risk management best be taken? How rational could they be? Who should prepare and/or take such decisions? These issues have attracted considerable attention from theoretical economists, decision theorists, and risk analysts, who all seem to acknowledge that uncertainty itself holds limitations for rational problem solving. A concrete example is elaborated in Section 4.4.3.
4.4.1 Limitations of rational decision-making

Decision theory is meant to be a rational framework for individual (or single-agent) decision-making in reasonably well-defined situations.\textsuperscript{86} ‘Rational’ here means that:

- the decision-maker obeys certain axioms such as the dominance principle, transitivity of preferences, and consistency of probability estimation;
- relevant choice alternatives, critical uncertain events, and possible consequences are eventually known so that the problem structure is ‘closed’;
- the decision-maker can assign probabilities (however vague) to uncertain event-outcomes;
- he/she can attach goal-consistent (possibly vague) utility values to possible consequences;
- his/her goal is to maximise the expected utility of an action’s possible consequences.

In ill-defined decision situations, one or more of the above conditions often can be fulfilled only with difficulty or not at all. This natural limitation has led to the formulation of different decision rules. Moreover, in multiple-stakeholder problems, the rationality of multiparty decision-making is limited by the interpersonal incomparability of individual utilities. As a result, individual preference orders of alternative courses of action cannot easily be aggregated into a single social preference order free of circularities and/or intransitivities.\textsuperscript{87}

Hence, rational decision analysis of uncertain-risk situations may be a useful but inherently limited tool for disciplining one’s thoughts and feelings about problem structuring, option evaluation, and the preferential ordering of choice alternatives. The surrounding context of the analysis proper may comprise persistent uncertainties, sheer ignorance about long-term developments, stakeholder differences in judgments and preferences, and difficulties in communication between experts, policy-makers and judicial authorities. The contextual complexities of intentionally rational decision-making are clearly illustrated in the precautionary case studies


A precautionary-principled approach

reported by Forrester and Hanekamp, Stern and Wiener, and Van Asselt and Vos.

4.4.2 Decision rules for uncertain-risk taking

As a decision principle, the PP is often related to the maximin utility (or payoff) criterion for decision-making under total uncertainty about which state of the world would obtain after a choice has been made. Under the ‘bad-luck’ assumption that each alternative action would yield the least favourable consequence, one may best choose the alternative having the least-bad consequence (maximum minimorum). Maximin, however, is only one of various rules for decision-making under uncertainty. Other rules are maximax, minimax regret, and the principle of insufficient reason.

Next to these, weighted combinations of maximax and maximin, or of maximax/maximin and expected utility, have been proposed for uncertain-risk situations characterised by extreme possible consequences. Various practical examples with numerical exercises might be given that would clearly reveal that different decision rules may lead to different optimal choices. This, however, would far exceed the scope of this paper. Instead, the following conclusions are presented about precaution via formal decision rules.

1. For reasonably well-defined decision problems – with known options, states, and payoffs or utilities – under full uncertainty about which state of the world would obtain, there exist different formal decision rules that may lead to different optimal choices depending on what exactly one wishes to maximise or to minimise. Among these, ‘Maximin’ would reflect an indiscriminate belief in bad luck whatever one chooses.

---

89 Stern and Wiener, above n. 6.
91 See Luce and Raiffa, above n. 87.
93 Meanwhile, a more extensive review paper has been completed about different formal models and rules for decision-making under substantial uncertain risk (Ch. Vlek, ‘Judicious management of uncertain risks: II. Simple rules and more intricate models for precautionary decision-making’; 2009, submitted for publication).
Similarly, ‘Maximax’ would reflect an indiscriminate belief in good luck. Formally, such consequence-pessimism/optimism follows a weighted combination of the minimum and maximum possible consequence-utilities (or payoffs) per option, $\alpha \text{Min} + (1-\alpha)\text{Max}$, whereby $0 \leq \alpha \leq 1$ reflects the degree of consequence-pessimism.

2. Alternatively, partial uncertainty about future states of the world may be quantitatively expressed in a more or less event-pessimistic probability distribution. The latter may serve to compute the Expected Utility (EU) for each choice alternative, which EU may then be used as a maximisation criterion.\(^{94}\) Obviously, a more event-pessimistic probability distribution would yield a lower EU value for options implying a lower utility when the relevant ‘negative’ event would occur.

3. To the extent that there is a lack of confidence in the probability distribution under consideration, decision-makers may attenuate the significance of the resulting EU (using a less-than-full-confidence parameter $0 \leq \beta \leq 1$) and assign relative greater (additional) weight $1-\beta$ to some combination of the plausible minimum and maximum consequences of each option.\(^{95}\) The latter themselves may also be differentially weighted following a consequence-pessimism parameter $0 \leq \alpha \leq 1$, as above. This may be called the W(eighted)EU-U\(_\text{Min}\)/U\(_\text{Max}\) decision rule. The parameter $\beta$ would reflect the degree of probability confidence.

4. When more than one probability distribution over the possible uncertain-event outcomes is considered (e.g. as a result of different experts’ advice), the decision-maker may:
   a. follow the ‘Maximin EU’ rule and choose the option for which the minimal EU over distributions is maximal across the set of choice alternatives (quite analogous to the pure maximin rule);
   b. follow a $\gamma$-weighted combination of the minimum and maximum EU values per choice alternative and choose the option for which the Weighted-EU\(_{\text{Min}}$/EU\(_{\text{Max}}$ value is largest (quite analogous to the pure $\alpha$-weighted Maximin/Maximax rule). The parameter $\gamma$ would reflect the decision-maker’s degree of ambiguity aversion.

5. ‘Pessimism’ (or rather, fear or aversion) may also be expressed in an especially negative evaluation of the most undesirable plausible consequences, which optimists in turn may not interpret as

\(^{94}\) Expected Utility simply is the sum of probability-weighted utilities of possible consequences. This is demonstrated in Section 4.4.3.

\(^{95}\) Some (probability) weight of the utilities of extreme consequences is already implied in the EU formula.
catastrophically severe. Such differences in evaluation may be attributable to variations in risk exposure, system knowledge, perceived controllability, and personal efficacy in risk management.

6. In general, the PP implies giving a high weight to the minimum possible or highest-negative utility, or expected utility, per choice alternative. As indicated above, the pessimism implied may have various reasons.

7. Finally, we should note that there is no logical reason to be either pessimistic or optimistic in situations where probability information about future states of the world is lacking. If one feels strongly attracted by the plausible highest-utility consequence for each option (i.e. one consistently believes in, or hopes for good luck), then maximax utility, or some maximax-EU criterion, would be the decision rule to apply. In contrast, when one is pessimistic and fears bad luck, maximin-utility or maximin-EU should be followed.

4.4.3 Minimal probability for an Avoid-Risk decision

A signal-detection analysis of diagnostic judgment (Section 4.3.4) is only one step away from a full expected-utility analysis of an important precautionary decision problem, as presented below. Let us adapt Rudner’s statement slightly: ‘How sure we need to be before we accept an uncertain-risk course of action [instead of ‘a hypothesis’] will depend on how serious a mistake would be’. This clearly means that the minimal probability of serious harm, however uncertain, should depend on the seriousness of a possible mistake when deciding in favour of a risk-avoiding versus a risk-taking action. To appreciate this, let us elaborate the example of a suspected suitcase left behind (‘perhaps by a terrorist?’) on a crowded Dutch passenger train, say, between Amsterdam and the Hague. Table 6 shows fictitious utility values on a 0-100 (‘worst-best’) scale for the four possible consequences of the authorities deciding to temporarily stop or not to stop all rail transport on the Amsterdam-The Hague line, under the mutually exclusive hypotheses that the unguarded suitcase is either harmless ($H_0$) or dangerous ($H_1$).

Briefly, a utility scale covers personal or agency values assigned to possible decision consequences. These may be described initially in terms of ‘objective’ financial, material, and/or social benefits and/or costs. Utility may be directly judged on a one-dimensional interval scale with an arbitrary

---

96 For example, the release of radioactive materials from a nuclear installation may be evaluated by an optimist as ‘a serious but preventable accident’, while a pessimist may characterise the same event as ‘an alarming signal of potential catastrophe’.

97 Rudner, above n. 84, at 2.

98 Other examples from Table 1 could be analysed as well, but some cases would require a more complex decision model and extensive elaboration.
zero point and measurement unit (e.g. 0-10, 0-100, or from -10 to + 10). Alternatively, a multi-attribute utility model may be used, to determine for instance a weighted combination of utilities assessed on different independent attributes.99

The four cells in Table 6 actually indicate complex consequence-situations having both short- and long-term effects of various kinds. Thus their comprehensive utility assessment may require a separate exercise. Here, final-aggregate utility values are used that should reasonably well indicate the relative attractiveness/unattractiveness of the four consequence situations. Note that, given the utility values, none of the two options is dominating (i.e. always at least as good as) the other.

Table 6 Fictitious utility values (U) on a 0-100 scale for possible consequences of a decision to stop or not to stop all rail transport between Amsterdam and The Hague after the discovery of an unguarded suitcase on a train.

<table>
<thead>
<tr>
<th>Take Risk: let rail transport continue</th>
<th>$H_0$: suitcase is harmless</th>
<th>$H_1$: suitcase is dangerous</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$U_{T0} = 100$ (TN)</td>
<td>$U_{T1} = 0$ (FN)</td>
</tr>
<tr>
<td>Avoid Risk: stop all rail transport</td>
<td>$U_{A0} = 60$ (FP)</td>
<td>$U_{A1} = 80$ (TP)</td>
</tr>
</tbody>
</table>

TN = true negative, FN = false negative; FP = false positive; TP = true positive.

Under a straightforward application of the maximin-utility rule (see above) the optimal choice here would be ‘Avoid Risk’, since its minimal utility value $U_{A0} = 60$ is much higher than the minimal value $U_{T1} = 0$ for ‘Take Risk’. Given that $U_{T0} = 100$ and $U_{T1} = 0$ are fixed as the measurement range and zero point of the interval utility scale, respectively, the mutual relations among the four utility values could only change via variations in $U_{A0}$ en $U_{A1}$; the relative focus of the evaluation thus lies in the possible consequences of ‘Avoid Risk’, whereby the problem-characteristic rank order $U_{T0} > U_{A1} > U_{A0} > U_{T1}$ (see Table 6) should be preserved. Thus, should somebody come up and say: ‘Okay, but an actual bomb explosion after a Take-Risk decision would be really disastrous and should therefore be valued even more negatively’, this might be expressed through decreasing the differences among $U_{T0}$, $U_{A1}$ en $U_{A0}$. This could be done by setting $U_{A0} =$

Now, given the utility values in Table 6, suppose that one would start from the prior probabilities $p(H_0) = 0.80$ en $p(H_1) = 0.20$. Thus, the threat would be considerable, but the probability that the suitcase is harmless is four times larger. The ensuing expected utility (EU) values for the two choice alternatives would be:

\[
\begin{align*}
\text{EU (Take Risk)} &= 0.80 \times 100 + 0.20 \times 0 = 80 \quad \text{and} \\
\text{EU (Avoid Risk)} &= 0.80 \times 60 + 0.20 \times 80 = 64.
\end{align*}
\]

By implication, ‘Take Risk’ appears more attractive than ‘Avoid Risk’, and rail transport between Amsterdam and The Hague may best be continued.

However, when the utility values of ‘false-positive’, $U_{A0}$, and ‘true-positive’, $U_{A1}$, come to lie much closer to the value of ‘true-negative’ ($U_{T0}=100$), with $U_{A0} = 90$ en $U_{A1} = 95$ as proposed above (and whereby the threat would be evaluated as much worse), we would obtain:

\[
\begin{align*}
\text{EU (Take Risk)} &= 0.80 \times 100 + 0.20 \times 0 = 80 \quad \text{and} \\
\text{EU (Avoid Risk)} &= 0.80 \times 90 + 0.20 \times 95 = 91,
\end{align*}
\]

whereby ‘Avoid Risk’ would be more attractive than ‘Take Risk’. More generally and formally, the expected utility of the two options can be represented as:

\[
\begin{align*}
\text{EU (Take Risk)} &= p(H_0) \times U_{T0} + p(H_1) \times U_{T1} \quad \text{and} \\
\text{EU (Avoid Risk)} &= p(H_0) \times U_{A0} + p(H_1) \times U_{A1}.
\end{align*}
\]

How large should the danger probability $p(H_1)$ minimally be in order to lead to a preference for ‘Avoid Risk’? Consider that $p(H_1)= 1-p(H_0)$ and let $p(H_1)$ be conveniently written simply as $p$. Thus,

\[
\begin{align*}
\text{EU (Take Risk)} &= (1-p) \times U_{T0} + p \times U_{T1} = U_{T0} + p \times (U_{T1} - U_{T0}) \quad \text{and} \\
\text{EU (Avoid Risk)} &= (1-p) \times U_{A0} + p \times U_{A1} = U_{A0} + p \times (U_{A1} - U_{A0}).
\end{align*}
\]

---

100 With this modified set of utility values, one pure-maximin condition would be even better fulfilled. J. Rawls, A theory of justice (Cambridge (Mass.): The Belknap Press of Harvard University Press 1971) (Revised ed. 1999: Cambridge (Mass.): Harvard University Press) at 152; see also Gardiner, above n. 58: the additional
The critical (as yet a priori) probability $p_{A/T}$, whereby a preference for ‘Take Risk’ changes into ‘Avoid Risk’, can be inferred from the condition in which $EU(TR) = EU(AR)$, i.e. when

$$U_{T0} + p(U_{T1} - U_{T0}) = U_{A0} + p(U_{A1} - U_{A0}).$$

It follows that $p_{A/T} = (U_{T0} - U_{A0}) / ((U_{T0} - U_{A0}) + (U_{A1} - U_{T1}))$, or the minimum $p$-value is:

$$p_{A/T} = 1 / [1 + (U_{A1} - U_{T1}) / (U_{T0} - U_{A0})].$$

In other words, under an Avoid-Risk decision the critical probability of danger is a simple function of the expected ‘satisfaction’ about a true-positive consequence in comparison to the expected satisfaction about a true-negative consequence under a Take-Risk decision. Inversely expressed, $p_{A/T}$ is a function of the ‘regret’ (i.e. the inverse of satisfaction) one expects to experience from a false-positive consequence relative to the expected regret under a false-negative consequence.\(^{101}\)

In conclusion, one’s preference for the precautionary option ‘Avoid Risk’, and more generally the preferred degree of precaution, is a function of the estimated probability of serious harm and the relative seriousness of a false-negative consequence compared to a false-positive consequence. Thus, PP proponents need not consider the initiator of an uncertain-risk activity as ‘guilty until proven innocent’ (fearing a false negative), nor should they consider him or her ‘innocent until proven guilty’ (fearing a false positive); see Van den Belt.\(^{102}\) It is all a matter of weighing possible false positives versus false negatives, and this may have to be done differently for different domains such as, for instance, criminal justice, transport safety, and environmental protection. These conclusions and the above analysis are fully compatible with the signal detection-theoretic argument explained in Section 4.3.4.\(^{103}\)

\(^{101}\) For lack of space, enlightening decision models about the minimisation of anticipated regret (e.g. M. Braun and A. Muermann, ‘The impact of regret on the demand for insurance’ (2004) 71 Journal of Risk and Insurance 737) cannot be discussed here; see Vlek, above n. 94.


4.4.4 Decision deferral and the value of new information

For an Avoid-Risk versus Take-Risk decision, the prior probability or plausibility, \( p(H_1) \), of serious harm plays a crucial role.\(^{104}\) However, prior beliefs may be a weak basis for justifiable decisions, except when already considerable, perhaps intuitive, statistical evidence is available. For example, one may hold a clear, low prior probability about the delayed arrival of a train, plane, or ferry boat. However, in fairly unique situations of uncertain risk the latter is rarely the case. There, often under time pressure and despite a lack of sufficient evidence, important choices may have to be made. Hence, what could or would a rational actor do to avoid simply taking chances?

If at all possible, the uncertain decision-maker would prefer to gather new information, \( t_x \), which may lead him/her to revise the prior probability of harm, \( p(H_1) \), into a posterior probability \( p(H_1 | t_x) \), whereby \( t_x \) represents a particular test result \( x \), e.g., ‘positive’ or ‘negative’. The test may actually consist of systematic research, closer inspection and/or further observation of the situation.\(^{105}\) Formally, such probability revision may follow Bayes’ Theorem:\(^{106}\)

\[
p(H_1 | t_x) = \frac{p(H_1) \cdot p(t_x | H_1)}{p(t_x)} = \frac{p(H_1) \cdot p(t_x | H_1)}{p(H_0) \cdot p(t_x | H_0) + p(H_1) \cdot p(t_x | H_1)}
\]

Expressed in words, the posterior probability \( p(H_1 | t_x) \) of danger given the test result \( t_x \) equals the product of the prior probability \( p(H_1) \) and the likelihood of \( t_x \) under \( H_1 \), divided by the unconditional probability of \( t_x \) (across all available hypotheses). Thus, to revise the danger-probability \( p(H_1) \) into a more empirically supported \( p(H_1 | t_x) \), it is important to know how likely a certain test result, say \( t_{\text{pos}} \), is if \( H_1 \) were actually true, but also how likely the same \( t_{\text{pos}} \) is when \( H_0 \) is true (\( t_{\text{pos}} \) would be indicative of serious danger).

In a two-hypotheses situation, Bayes’ Theorem can be written conveniently in terms of the odds of \( H_1 \) relative to \( H_0 \):

\(^{104}\) Decision-theoretically, a certain degree of plausibility is inevitably treated as an uncertain probability (having a certain confidence interval) about a particular event-outcome.

\(^{105}\) Note that in Section 4.3.4 it is indicated that a diagnostic result \( t_x \) itself may depend on evidence strength and seriousness of possible mistakes.

\[
\frac{p(H_1 | t_x)}{p(H_0 | t_x)} = \frac{p(H_1)}{p(H_0)} \cdot \frac{p(t_x | H_1)}{p(t_x | H_0)}
\]

This formula shows that the posterior odds of \( H_1 \) versus \( H_0 \) equal the product of the prior odds and the likelihood ratio of the test result in light of \( H_1 \) versus \( H_0 \). One implication of this is that when \( p(H_1) = p(H_0) \), which would reflect perfect uncertainty, the likelihood ratio would be decisive. Hereby, one may hope that the latter is appreciably different from 1, indicating that the test itself has a significant diagnostic value; an undiagnostic (‘worthless’) test result would be about equally likely under both hypotheses – \( p(t_x | H_1) \approx p(t_x | H_0) \) – and would not lead to an appreciable change in prior probability.

The above formula also demonstrates that the prior odds, \( p(H_1) / p(H_0) \), always have a moderating (either strengthening or weakening) effect on the posterior odds \( p(H_1 | t_x) / p(H_0 | t_x) \), apart from the test result \( t_x \) itself via the likelihood ratio. Thus ‘evidence’ may or may not go against prior beliefs, and when the evidence is weak prior probabilities may remain most important.

### 4.4.5 Analysing the value of new information

In the example discussed above, the expected utility (EU) of the actual decision for the optimal course of action equals:

\[
\text{Max}\{\text{EU(Take Risk)}, \text{EU(Avoid Risk)}\},
\]

or: \( \text{Max}\{p(H_0).U_{T0} + p(H_1).U_{T1}, p(H_0).U_{A0} + p(H_1).U_{A1}\} \);

see Section 4.4.3. After the acquiring of new information concerning \( H_1 \) versus \( H_0 \), by way of a test possibly yielding result \( t_{\text{pos}} \) or \( t_{\text{neg}} \), the prior probability \( p(H_1) \) can be revised into a posterior probability \( p(H_1 | t_x) \) carrying index \( x = \text{‘pos’ or ‘neg’} \) (for the test result cannot be known in advance).

The obvious question then is: In light of the newly obtained information, is the expected utility of the best option higher than the EU of the best option (possibly an other one) determined without that information? In other words, is it worth the inevitable costs and efforts to conduct the test and to obtain the new information? This question can be answered as follows.\[\text{107}\]

Taking into account the new information \( t_x \), the expected utility of

---

107 Lindley, above n. 87; Raiffa, above n. 100; see also Graham, above n. 35.
'Take Risk' and 'Avoid Risk' can be written formally as:

\[
\begin{align*}
\text{EU(Take Risk } & \mid t_x) = p(H_0 \mid t_x)(\hat{U}_{T0} - k_t) + p(H_1 \mid t_x)(\hat{U}_{T1} - k_t), \\
\text{EU(Avoid Risk } & \mid t_x) = p(H_0 \mid t_x)(\hat{U}_{A0} - k_t) + p(H_1 \mid t_x)(\hat{U}_{A1} - k_t),
\end{align*}
\]

whereby \( t_x \) could be either \( t_{pos} \) or \( t_{neg} \), \( \hat{U}_{\cdot} \) (instead of \( U_{\cdot} \)) represents the revised utility of the four original decision consequences (Table 6), and \( k_t \) indicates the costs (all-in) of conducting the test. The expected utility of the postponement option ‘get new information’ can be written as:

\[
\text{EU(New Information)} = p(t_{pos}) \cdot \text{Max}\{\text{EU(Take Risk } \mid t_{pos}), \text{EU(Avoid Risk } \mid t_{pos})\} + p(t_{neg}) \cdot \text{Max}\{\text{EU(Take Risk } \mid t_{neg}), \text{EU(Avoid Risk } \mid t_{neg})\}.
\]

If this ‘postpone and decide after test’ strategy appears to have a higher expected utility than the best option (Take Risk or Avoid Risk) without the test result, it is better to defer the original decision and to first collect new information.

Thus, the value of new information about an uncertain-risk situation depends on the revision of the prior probability of serious harm into a posterior probability, the unconditional probability \( p(t_x) \) of a particular test result, the all-in costs of acquiring the new information, and the possibly revised utilities: \( \hat{U}_{T0} \), \( \hat{U}_{T1} \), \( \hat{U}_{A0} \), \( \hat{U}_{A1} \), of the four original consequences (Table 6). In other words, acquiring new or further information seems especially meaningful when:

- one is a priori uncertain about which hypothesis is correct;
- the test has a high diagnostic value (i.e. it may discriminate well between \( H_1 \) and \( H_0 \));
- the test itself is not costly in terms of money, time, and effort; and/or
- the test may lead to a more valid evaluation of the relevant decision consequences.

### 4.4.6 Risk-risk tradeoffs

Many authors have criticised the PP for being focused on the uncertain risks of particular, often controversial activities, such as using hazardous chemicals, GMOs, and nanotechnology.\(^{108}\) In an early critique, Bodansky...
wrote: ‘The precautionary principle seems to suggest that the choice is between risk and caution, but often the choice is between one risk and another’.  

The gist of this persistent critique is well in line with the decision-theoretic treatment presented above, requiring a weighing of possible false-positive versus false-negative consequences. Basically, precaution – if called for – should result (and inevitably does result) from a decision between at least two alternatives: do/do not do, go/do not go, or permit/restrict. The fact that only one of these may involve a serious uncertain risk does not absolve the decision-maker from the task of weighing pros and cons, comparing risks, however difficult, and ordering his/her preferences about the available courses of action. Stern and Wiener conclude that: ‘Full portfolio-driven risk analysis can be a powerful counterweight to mission-driven agencies, passion for precaution, neglect of unintended consequences, and “groupthink”’.  

An illustration of the need to trade off one type of risk against another is the case of GMOs in food production. Here the proposed tradeoff is between genetic contamination of natural ecosystems (around GMO fields) and the occurrence of large-scale food shortages, especially in poorer countries, due to insufficient crop harvests. Other examples are nuclear-powered versus fossil-fuelled electricity generation – in view of radioactive waste versus global warming, and of course the USA’s pre-emptive war in Iraq.

4.5 Precautionary safety actions

Immediate responses to uncertain-risk situations are meant to eliminate or reduce the threat, evade it, or effectively cope with its potential implications (e.g. a serious accident). Here, the search is for a type and degree of ‘uncertain safety’ (as WRR, 2008, has titled its report) that would...
compensate properly for the uncertain risk under consideration.\textsuperscript{113} Separately, one may start further explorations aimed at reducing major uncertainties: for example, about choice alternatives, possible consequences, groups of people at risk, and optimal methods of eventual victim assistance. Through precautionary actions, the PP is applied as a control principle having the double character of both immediate protection and deeper investigation.

Meeting the challenges of an uncertain risk head-on generally means that, at least for the time being, one adopts a restrictive strategy of early prevention or reduction of the possibilities and conditions of serious harm or damage, while trying to get risks As Low As Reasonably Achievable.\textsuperscript{114} Given the uncertainties involved, this may best be done such that the activity, system, or situation under consideration becomes – or remains – robust, resilient, and flexible.\textsuperscript{115} Being practically precautionous may be aimed either at reducing the threat or at enhancing victim protection, accompanied by further research. Orthogonal to this, precautionary actions may be organisational, technical, or behaviourial in nature. Combining these two dimensions of practical action, we obtain the set of nine categories of specific possibilities given in Table 7.

Table 7 Nine kinds of practical measures (illustrations) for realising precautionary safety

<table>
<thead>
<tr>
<th>Reducing the threat</th>
<th>Enhancing victim protection</th>
<th>Further research: topics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Organisational</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strengthening/enforcement of rules, standards, quota; introducing strict damage liability; changing, forgoing, prohibiting activity.</td>
<td>Organising emergency aid; evacuation, area closure; communicating on self-help; supplying immediate practicalities; regular feedback.</td>
<td>Supervisory management; revision of rules, standards, quota; effects and side-effects of precautions; public health screening.</td>
</tr>
<tr>
<td><strong>Technical</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best available control technology (BACT); spatial and temporal restrictions; reducing size or volume; adopting safer alternatives.</td>
<td>Warning signs/labels, safety devices, survival packages, communication equipment, transport opportunities, evacuee accommodation.</td>
<td>Safer technical design; feasible alternatives; self-help products and facilities; technical/physical infrastructure for emergency.</td>
</tr>
<tr>
<td><strong>Behavioural</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organising group action for safety; reducing individual contributions to collective risk; urging authorities; assisting other potential victims.</td>
<td>Avoiding risk exposure; shielding from immediate danger; assisting others and being prepared to offer medical first aid.</td>
<td>Immediate self-protection; motivation and capabilities of safety operators; risk/safety communication; social response to emergency.</td>
</tr>
</tbody>
</table>

The lower left quadrant of Table 7, reducing the threat via behavioural measures, gains a special meaning when the uncertain risk under consideration is the collective outcome of numerous individual behaviours.
such as, for example, fish consumption, car driving, or household energy use. To resolve such commons dilemmas, well-coordinated large-scale changes in individual behaviours are required. To promote social cooperation for the common good, one may not only wish to apply instrumental strategies for behaviour change (e.g. regulation, pricing and/or persuasion) but may also need to strengthen important effectiveness conditions, such as subjects’ problem awareness, the availability of behaviour alternatives, and a future perspective on a safer living environment.

For all precautionary actions, careful monitoring and evaluation of their actual impact and effects is necessary for enhanced learning about the practical meaning and usefulness of precaution. As Borgers remarks, government protection of public safety against terrorist acts may well infringe (‘false-positively’) on democratic values and civil liberties. This poses political choice dilemmas whereby it is vital to know how effective (and side-effective) precautionary measures actually are or could be. Proper monitoring and evaluation is also needed to decide at some point when, where, and for whom current measures could be mitigated, withdrawn, or otherwise changed because new risk information has become available and important uncertainties have been reduced.

5 Largely procedural key issues of the PP

Compared to the substantive issues 1-5 in Table 3, issues 6-10 are of secondary importance. However, they cover vital elements of an orderly procedure to apply the PP as an assessment, decision, and control principle for uncertain-risk situations. Each of these remaining issues is discussed briefly below, following their numbering in Table 3.

117 Borgers, above n. 7.
5.1 Issue 6: Optional versus obligatory precaution

The necessity and the strength of precaution cannot but depend on the seriousness of the threat, judged by its possible consequences and their probability or plausibility. ‘Wait!’, ‘Don’t!’, ‘Defer!’, or ‘Do something else!’ are natural responses to avoid taking chances in potential-catastrophe situations. Thus the difference between ‘optional’ and ‘obligatory’ precaution can only be relative. Obligation, of course, also depends on the distribution of responsibilities, and power, among relevant authorities, entrepreneurs, and other expert safety managers.

5.2 Issue 7: Who carries the burden of proof of risk or safety?

Clearly, while safety cannot be proven, risk can. However, if the proponent of an uncertain-risk activity does not already believe him-/herself that precautions are needed and further safety research is required, the other parties involved may demand that the initiator of the activity demonstrate the likelihood of safety. Again, this shifting of the burden of proof should depend on the seriousness of the threat and, of course, on the ease with which the proponent of the activity might obtain and/or deliver the relevant data. Strong precaution, if called for, implies a stronger shift in the burden of proof than does weak precaution. Gollier and Treich, however, warn that producers in a competitive market may feel pressed to market new and uncertain-risk products before convincing safety research has been conducted. In such situations, precautionary government policies may be at variance with venturous free-market conditions.

5.3 Issue 8: Further research and policy development

This topic has already been formally discussed under the headings of Bayesian probability revision and value-of-information analysis; see Section 4.4.4. The conclusions there should speak for themselves. However, uncertainties may spoil the direction and progress of an optimal information-processing and policy-development strategy. Admittedly, safety tests may be costly and time-consuming, and opponents’ enduring concerns may be pressing proponents into ‘paralysis by analysis’. Nevertheless, a systematic consideration of the uncertain-risk problem at hand may

---

119 A thousand black crows do not prove that all crows are black; one white crow proves that a crow can be white.
120 Gollier and Treich, above n. 119.
significantly facilitate a quick search for the most relevant data, possibly safer alternatives, and/or a revision of the original problem definition.  

5.4 Issue 9: Multiparty communication and deliberation

A comprehensive precautionary approach could well comprise elements that may be appreciated differently by different stakeholder groups. A natural strategy in such situations is to organise stakeholder meetings where diverse participants can exchange information, deliberate options, and try to formulate common preferences.

However, as already mentioned in Section 4.4.1, the rationality of multiparty judgment and decision-making is limited. First, participant views should be ‘informed’ and well considered so that they can be taken seriously, particularly vis-à-vis expert scientific opinions. Second, conditions should enable participants to express common interests instead of strictly personal values. Even so, inconsistent social preferences may occur because of the impossibility of designing a practical method that simultaneously meets the three fundamental principles of collective-choice theory: rationality, equal participation, and decisiveness.

Since public-interest decisions must be made frequently anyway, there exist various pragmatic ways to resolve interindividual preference aggregation problems. Majority voting on at most two alternatives (‘yes/no’), consensus seeking through orderly deliberation, and some kind of benevolent leadership (formally ‘dictatorship’) are obvious solutions, each having its own strengths and weaknesses. However, theoretically as well as methodologically there is no guarantee that participative procedures lead to convergent results that might impress responsible authorities. Bekkers, Dijkstra, and others document the ‘democratic deficit’ of various new ways to compensate for the shortcomings of representative democracy. About ‘environmental democracy’, Edwards concludes that pluralistic participation may enrich representative government, whereby elected officials may well function as process managers.

122 Hansen, Carlsen, and Tickner, above n. 15; Martuzzi, above n. 17; Unesco-COMEST, above n. 41.
123 See Scott and Vos’ 2002, thoughtful conclusions on this point; Scott and Vos, above n. 35.
124 Blair and Pollak, Bezembinder, above n. 88.
5.5 Issue 10: Distribution of responsibilities

Determining the need for, the nature of, and the proper execution of a precautionary strategy is a labour-intensive and time-consuming process. Key issues 1-5 in Table 3 specify the substantive focus of such a process, while issues 6-10 indicate procedural essentials. An obvious question here is: Who may best do what, and when? An organised answer follows the three phases of precautionary assessment, decision-making, and risk control, followed by coordination.

Assessment comprises an initial problem definition, signalling the preliminary need for precaution, and estimating the probability or plausibility as well as the seriousness of possible harm. In addition, feasible choice alternatives with their likely benefits, costs, and risks may be identified. Through further investigation and deliberation, the problem definition may be revised such that hitherto unrecongnised options and/or consequences are also incorporated. Assessment tasks are diverse enough to involve experts of various kinds, proponents and opponents of an activity, and responsible policy-makers. Available opinions and data may be collected and evaluated from different viewpoints, and different results may be aggregated and jointly discussed. Expert committees, proponent-opponent debates, and discussions about preliminary policy conclusions are feasible ways to achieve reasonable clarity and consensus about an overall assessment.

Decision-making involves an evaluation and rank-ordering of some reasonably well-defined action versus inaction and perhaps further alternatives, such as more or less stringent packages of safety measures. One may also, quite rationally, postpone the decision proper and first obtain new information, especially about the nature and the likelihood of possible serious harm (see Section 4.4.4). Decision tasks are sensitive to participants’ goals and values and to their prior positions vis-à-vis the uncertain-risk problem. Some kind of systematic decision analysis may reveal specific uncertainties and/or differences in valuation, which might be resolved by further investigation, debate, and/or aggregation of judgments. Inevitably, any remaining controversy about the decision(s) to be made should be resolved by the competent authority.

Control amounts to the careful execution of the chosen course of action under pre-specified safety conditions. Here, a general tendency of precaution following the ALARA principle would be obvious. Precautionary action may be organisational, technical, and/or behavioural in nature and it should be aimed at reducing the threat and/or enhancing victim protection. To improve future risk control, various further research and observation may also be undertaken (see Section 4.5). Control of uncertain risks could best be divided among the parties most responsible for particular risk factors (cf. Table 7). Depending on the nature of the uncertain risk and the location, the
sectors, and the persons potentially affected, relevant parties may each be assigned a significant role in reducing the threat and/or enhancing victim protection.

Coordination properly carried out is necessary in the entire process of uncertain-risk assessment, decision, and control. Should this be somehow institutionalised? Should a formal protocol be developed and distributed among various relevant parties? Or should the competent authorities nominate an independent project group or steering committee? These questions need further consideration and experimentation in the field.

6 Concluding questions and answers

To clarify focal points for a precautionary-principled approach towards uncertain risk, this paper so far has emphasised the substantive meaning of the PP as an assessment, decision, and control principle. Let us put the paper’s conclusion in terms of several Questions and Answers.

Q1. Are there not often so many uncertainties that your only recourse is to a careful procedure?
A1. No. Procedure can never make up for lack of substance, if only because participants in any procedure must know what to assess, decide about, and control, and how this could be usefully done. Good decision-making always depends on structure, content, and process regarding the problem at hand. Thus, a substantive-analytical framework for precautionary risk management seems indispensable for the careful management of uncertainties and a proper weighing of false positives versus false negatives.127

Q2. Is a decision-theoretic perspective not too limited for handling uncertain-risk problems: for example, in consideration of the more extensive and long-term risk categories in Table 1?
A2. Of course, but this goes for just about every theory or model of a complex phenomenon. However, decision theory – thoroughly and broadly developed since the 1950s – is a rich framework for systematising one’s thoughts, data, and judgments about more or less uncertain decision problems. In the quest for ‘rational’ applications of the PP, decision-theoretic thinking may offer useful support, although it will never be sufficient.128 For more-encompassing and far-reaching uncertain-risk

problems (as in Table 1), decision-theoretic discipline – including issues of spatial-temporal discounting – may enhance the quality of procedures while reducing the risk of participants losing the forest among the trees.

Q3. Should the PP be considered a normative principle?

A3. No, at least not distinctly. Precautionary behaviour and the preceding decision(s) may be rational survival strategies based on human goals and values. Ideological disputes about the PP are often rooted in differing views about the long-term sustainability of particular technologies and/or behaviour patterns. Understandably, serious uncertain-risk situations may appeal to more fundamental (‘ethical’) values than do more familiar risk problems.

Q4. Could the PP not be formulated as a rule of law, clearly identifying the conditions, actors, and obligations involved?\footnote{See J. Ellis, ‘Overexploitation of a valuable resource? New literature on the precautionary principle’ (2006) 17 The European Journal of International Law 445; Lierman and Veuchelen, above n. 115; and Trouwborst, above n. 38.}

A4. No. As a general principle the PP reflects the wisdom of prudence in risk assessment, decision-making, and risk control. Its very generality allows for, and invites, well-tuned elaboration for various domains. Decision-theoretic instrumentation may serve to clarify the judgments, choices, and actions required.

Q5. Why should we apply the PP if we have such sophisticated approaches towards risk assessment and management?

A5. The sophistication of safety can be significantly enhanced by conceiving ‘risk’ as a multistage process, accounting for plural roles and responsibilities, and incorporating precaution as a logical response to increasing uncertainty. As indicated in Section 2, modern ‘risk governance’ and precautionary safety management seem to be gradually converging. From a decision-theoretic perspective this is inevitable if one accepts that uncertainty about risk is a continuous, not a dichotomous variable.\footnote{Cf. Majone, above n. 25.}

Q6. What are vital research questions about the practical meaning and application of the PP?

A6. First, what are different people’s (or groups’ and organisations’) gut responses to uncertain-risk situations that are systematically varied in benefits-at-stake, worst-case consequence, uncertainty of ‘disaster’, and immediacy versus delay of possible disaster?

Second, what would people deliberately expect, and what would they favour, by way of common-authoritative measures to assess, decide about, and control collective uncertain risks?

Third, which policy domains are most burdened with uncertain risks, which safety measures (if any) are in place, and how effective are or were these? Which domains and types of uncertain risk elicit most public concern,
and why?
Fourth, what are the merits and drawbacks – in different domains – of various specific precautionary strategies (cf. Table 7) such as technical facilities, behavioural education, lawful regulation, and financial incentives?

Q7. Should the PP not be rejected for its basic ‘pessimism’ whereby innovation may be stifled and society might become largely scrupulous and conservative?

A7. No. Being precautious is a time-honoured social and behavioural strategy vis-à-vis serious threats. The pressures from uncertain risk should lead to preventive anticipation, deeper reflection, better-balanced decisions, and stronger, more flexible control. Pessimism, like optimism, can very well be a rational strategy, depending on what is at stake. But, agreed, ‘fear is a bad counsellor’, and optimism is often necessary to maintain or restore self-confidence.  

Would hope be a better counsellor?
